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Growth algorithms for lattice heteropolymers at low temperatures

Hsiao-Ping Hsu, Vishal Mehra, Walter Nadler, and Peter Grassberger
John-von-Neumann Institute for Computing, ForschungszentriichJiD-52425 Jlich, Germany

(Received 12 August 2002; accepted 27 September)2002

Two improved versions of the pruned-enriched-Rosenbluth magfPBERM) are proposed and tested

on simple models of lattice heteropolymers. Both are found to outperform not only the previous
version of PERM, but also all other stochastic algorithms which have been employed on this
problem, except for the core directed chain growth mett@@) of Beutler and Dill. In nearly all

test cases they are faster in finding low-energy states, and in many cases they found new lowest
energy states missed in previous papers. The CG method is superior to our method in some cases,
but less efficient in others. On the other hand, the CG method uses heavily heuristics based on
presumptions about the hydrophobic core and does not give thermodynamic properties, while the
present method is a fully blind general purpose algorithm giving correct Boltzmann—Gibbs weights,
and can be applied in principle to any stochastic sampling problem20@3 American Institute of
Physics. [DOI: 10.1063/1.1522710

I. INTRODUCTION treated in this paper use energigsy=—1, e p=epp=0.
The only other model studied here has also two types of
Lattice polymers have been studied intensively to U”der'monomers, for simplicity also called H and&though they
stand phenomena like the globule—coil transition of poly-5ve identical hydrophobicitigs but with epy= epp
mers, protein folding, etc. Protein foldirigr, more precisely, =—1, =02 Chain lengths considered in the literature
protein fold predictiol, one of the central problems of com- typically are betwee =30 andN=100. Shorter chains do
putational biology, refers to the determination of the grounohot present any problem, longer ones are too difficult.

state of protein molecules—which grosso modo is also its A wide variety of computational strategies have been

native state—from their amino acid sequence. Due to rap'%mployed to simulate and analyze these models, including

advances in DNA analysis the number of "'.“OW” SequenC_eéonventionaI(MetropoIis) Monte Carlo schemes with vari-
has increased enormously, but progress in understandin

Sls types of moved;® chain growth algorithms withofiand
their three-dimensional structure and their functions has yp ’ 9 g

: A H H 12
lagged behind owing to the difficulty of solving the folding " r€5amPling” (see aiso Ref. 9 genetic algorithms:
oroblem parallel tempering? and generalizations theretff’® an

S - . . “evolutionary Monte Carlo” algorithm'® and otherg® In ad-
Simplifying the description of a protein by replacing i “vie and Dill"28 also devised an exact branch-and-
each amino acid by a simple point particle on a site of 8bound algorithm specific for HP sequences on cubic lattices

regular lattice implies of course a great reduction of com- hich aives all low enerav states by exact enumeration. and
plexity, and one might wonder how much one can learn b)yv ch g gy y o "
pically works for N=<70-80. If the chain is too long, it

this for real proteins. But even if this simplification is too ty ai Ut but tout at all
strong, searching for the lowest energy states of such modegsOes not give wrong output but no output at afl.
It is the purpose of the present letter to present two new

represents a paradigmatic example of combinatorial optimi- . _
zation. This will indeed be our main motivation: Finding V&rants of the pruned-enriched Rosenbluth metfRIERM)
algorithms that explore efficiently the low-energy states of 4 Ref- 19 and to apply them to lattice proteins. PERM is a

complicated energy landscape with many local minima. | i

ppiased chain growth algorithm with resamplitigopulation
addition to finding the ground state we want these algorithm&0ntrol”) with depth-first implementation. It has a certain

also to sample excited states correctly, so that they provide €Semblance to genetic algorithms, except that the latter are
complete thermodynamic description—though we shall rebsually implemented breadth-first and do not allow to obtain
strict ourselves in this paper to presenting results on groungerrect Gibbs—Boltzmann statistics.
states only. The original version of PERM was used for lattice pro-
A popular model used in these studies is the so-called Hfein folding in Refs. 7 and 8 and did extremely well. With
modetl? where on|y two types of monomers, G-Hydropho- one exception, it could find all known lowest energy COﬂﬁgU-
bic) and P(polan ones, are considered. Hydrophobic mono-rations for all sequences tested in Refs. 7 and 8, and found a
mers tend to avoid water which they can only by mutuallynumber of new lowest energy states. The one case where it
attracting themselves. The polymer is modeled as a selfcould not find the ground state in an unbiased and blind
avoiding chain on a regulasquare or simple cubjdattice ~ search was a 64-mer designed in Ref(dde Fig. 1, but this
with repulsive or attractive interactions between neighborings not surprising: Any chain growth algorithm should have
nonbonded monomers. Although also other interaction paproblems in finding this configuration, since it has to grow a
rameters have been used in the literature, almost all examplésng arc which at first seems very unnatural and which is

0021-9606/2003/118(1)/444/8/$20.00 444 © 2003 American Institute of Physics
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W, and W, will be discussed later. In principle we could
use the same as in Refs. 7 and 8, but we simplified it since
the new variants are more robust, and some of the tricks
employed in Refs. 7 and 8 are not needed.

On the contrary, we found that different strategies in
biasing and, most of all, in enrichment had a big effect, and
it is here the present variants differ from those in Refs. 7 and
8 There, high-weight configurations were simply cloned
FIG. 1. Left side: ground state configuration of Bi64 chain in two- (with the number Sf clones deter_mlned from.the ratio of the
dimensional from Ref. 11. Other states with the same energy differ in theéCtual weight to//;"), and the weight was uniformly shared
detailed folding of the tails in the interior, but have identical outer shapesbetween the clones. For relatively high temperatures this is
Right side: when about 3/4 of the chain is grown, one has to pass through gery efficient!® since each clone has so many possibilities to
;ﬁiré/h:rftable configuration which is stabilized only later, when the core iSsontinue that different clones very quickly become indepen-

dent from each other. This is no longer the case for very low

temperatures. There we found that clones often evolved in
stabilized only much later. Indeed, at that time no othertN€ Same direction, since one continuation has a much higher
Monte Carlo method had been able to find this state eitheB0lZmann weight than all others. Thus, cloning is no longer
But a very efficient algorithm, thecore-directed growth efflt_:lent in creatmg conflguratlonal diversity, which was the
method(CG) (Ref. 9 was overlooked in Refs. 7 and 8. Thus Main reason why it was introduced. _
PERM was not tested on the most difficult example known at 1€ main modification made in the present paper is thus
that time, a 88-mer forming A/ a-barrel whose ground state that we no longer makelentical clones Rather, when we
energy was known exactly. In the meantime, also two otheP@ve & configuration with—1 monomers, we first estimate

: ; d
improved Monte Carlo algorithms were publisiéd? Al @ predictedweight W™ for the next step, and we count the
this motivated us to take up the problem again. numberkge. Of free sites where th@th monomer can be

placed. If WP™>W" and kyee>1, we choose Zk=Kiee
different sites among the free ones and continue with
Il. THE ALGORITHM k configurations which ardorced to be different. Thus

PERM is built on the old idea of Rosenbluth and Rosen W€ avoid the loss of diversity which limited the success
bluth (RR) (Ref. 20 to use a biased growth algorithm for of olq PERM. We tr_iet_j several strategies for selecting
polymers, where the bias is corrected by means of giving & Which all gave similar results. Typically, we used
weight to each sample configuration. While the chain grows=MiNKiree,/ Wy _d/Wn 1}
by adding monomers, this weigkivhich also includes the  When selecting &tuple A={ay, ... g of mutually
Boltzmann weight if the system is thermadill fluctuate. different continuationse; with probability ps, the corre-
PERM suppresses these fluctuations by pruning configur&Ponding weightsV, o, ... Wi, o, are(see Appendix
tions with too low weight, and by “enriching” the sample

with copies of high-weight configuratiod&These copies are _ anlqaj Kiree
made while the chain is growing, and continue to grow in- "M Kheo ' @
dependently of each other. PERM has been applied success- k k |PA

fully to a wide class of problems, including, e.g., i®etran-

sition in homopolymers? trapping of random walkers on Here, theimportance

absorbing lattice! and stretching collapsed polymers in a

poor solvent? It can be viewed as a special realization of a Oq =Xp(— BEq o) 2
“go with the winners” strateg¥’ which indeed dates back to : :

the beginning of the Monte Carlo simulation era, when it wasof choice«; is the Boltzmann—Gibbs factor associated with
called “Russian roulette and splitting* Among statisti-  the energ)En,aj of the newly placed monomer in the poten-

cians, this approach is also known as sequential importanggy| created by all previous monomers, and the terms in the

sampling(SIS) with rgsampling?5 . denominator of Eq(1) arise from correcting bias and nor-
Pruning and enrichment were done in Refs. 7, 8, and 1943jization.
by choosing thresholdé/; andW,; depending on the esti- For the choice of continuations among tkg,. candi-

mate of the partition sums ofi-monomer chains. These gates, we used two different strategies:

thresholds are continuously updated as the simulation ] ) )
progresses. If the current weight, of ann-monomer chain (1) In the first, called nPERMss for “new PERM with
is less thanW,, , a random number is chosen uniformly in simple sampling,” we chose them randomly and uni-
[0,1]. If r<1/2, the chain is discarded, otherwise it is kept ~ formly, with the only restriction that they are mutually
and its weight is doubled. Thus low-weight chains are pruned  different. Accordingly, W™= W, _ ;Kfee,” and

with probablhty_l/z. Many alternatives to this simple ch0|.ce' W, =W 10,Kree/K. &)
are discussed in Ref. 25, but we found that more sophisti- ’

cated strategies had little influence on the efficiency, and thus This has the advantage of simplicity, but it might at first
we kept the above in the present work. The determination of appear to be inefficieni priori, we would expect that
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some bias in favor of continuations with high Boltzmann TABLE I. Performances for the three-dimensional bingiP-) sequences
weights or against continuations which run into dead™™m Ref- 4.

ends might be necessary for efficiency. SequencéNo)  —E,.® PERMP  nPERMs§  nPERMi¢
(2) In the second, called nPERMis for “new PERM with

importance sampling,” we did just that. For each pos- ; 2421 42'95’ g'gg g'gg
sible placementr [ 1 Ksee] Of the nth monomer we cal- 3 34 100.2 304 199
culated its energ§, , and its numbek{%), of free neigh- 4 33 284.0 19.51 13.45
bors, and used modified importances defined by 5 32 74.7 6.88 5.08

6 32 59.2 9.48 6.60
To= KO+ 1/2)exp(— BEn.0) (4) 7 32 144.7 7.65 5.37

8 31 26.6 2.92 217
to choose among them. The predicted weight is now 9 34 1420.0 378.64 41.41

10 33 18.3 0.89 0.47

wPe-w, .3 q,. The replacement ofj, by q, is
made since we anticipate that continuations with lesSGround state energié®ef. 4.

free neighbors will contribute less on the long run than®CPU times(minutes per independent ground state hit, on 167 MHz Sun
continuations with more free neighbors. This is similar YLTRA | workstation; from Ref. 8.

to “Markovian anticipation®’ within the framework of oo imes. same machine.

0 pe ) ' dCPU times, same machine.

old PERM, where a bias different from the short-sighted

optimal importance sampling was found to be preferable.

The actual choice was made such that, for a giken SPe€d-upsup to a factor 2could be obtained by choosirg
(remember thak was already fixed by the rati/®e4w>) much smaller, typically as small as 18-10 24 The latter
the variance of the weightd/, is minimal. Fork=1 this IS €asily understandable: with such sm@ll the algorithm

is standard importance samolino. =3 /S /G and the performs essentially exact enumeration for short chains, giv-
. P . PiINGa= o/ 2 aGar, AN ing thus maximal diversity, and becomes stochastic only later
variance of W,, for fixed W,_; would be zero if we

= when following all possible configurations would become
had not replaced g, by q,: Wn,a:._Wn—lqa/pa unfeasible. We do not quote the optimal results since they are
=W;-10,/0,2 40, - Fork>1, the probability to select a obtained only for narrow ranges &f which depend on the

tupleA={ay, ... e is found to be specific amino acid sequence, and finding them in each case
would require an extensive search.
> 1. Since both nPERMss and nPERMis turned out to be
_ aeA much more efficient and robust than old PERM, we did not
Pa= o ®) use special tricks employed in Ref. 7 like growing chains
% agA, Qar from the middle rather than one of the ends, or forbidding

contacts between polar monomers.
The corresponding weights are determined according to Eq. In the following, when we quote numbers of ground
(1). The variance of the weight increas#/, ,/W,_,,  state hits or CPU times between such hits, these are always
summed over alk continuations within the tuple, would independenhits. In PERM we work at a fixed temperature
again be zero ifj, were not replaced by, . (no annealing and successive “tours® are independent ex-
nPERMis is more time consuming than nPERMss, but itcept for the thfe§h0|de<’> which use partially the same
should also be more efficient. While E&) with §,, replaced  Partition sum estimates. The actual numbersdgfpendent

by q, would be optimal if the chain growth were a Markoy Nits aré much larger. o ,
process, it is not guaranteed to be so in the actoah- For both versions, results are less sensitive to the precise

Markovian situation. We tried some alternatives fog, but choice O,f temperature than thgy were for old PERM. As a

none gave a clear improvement. rule, optimal re_sults were obtained at somgwhat lower tem-
A noteworthy feature of both nPERMss and nPERMis igheratures, but in general all temperatures in the range 0.25

that they cross over to complete enumeration whand ~ ~ | ~0-35 gave good results for ground state search.

W tend to zero. In this limit, all possible branches are fol-

lowed and none is pruned as long as its weight is not strictl)f“ RESULTS

zero. In contrast to this, old PERM would have made expo-

nentially many copies of the same configuration. This sug-  (a) We first tested the ten 48-mers from Ref. 4. As with

gests already that we can be more lenient in choo¥ily  old PERM, we could reach lowest energy states for all of

andW,, . For the first configuration hitting lengthwe used  them, but within much shorter CPU times. As seen from

W, =0 andW. ==, i.e., we neither pruned nor branched. Table |, nPERMis did slightly better than nPERMss, and

For the following configurations we usedW, both were about one order of magnitude faster than the old

=CZ,/Zo(cn/co)? and W, =0.2W,, . Here,c, is the total PERM. For all 10 chains we used the same temperature,

number of configurations of lengtmalready created during exp(1/T)=18, although we could have optimized CPU times

the run,Z,, is the partition sum estimated from these configu-by using different temperatures for each chain. In the follow-

rations, andC is some positive numbes 1. The following  ing we quote in general only results for nPERMis, but results

results were all obtained witlC=1, though substantial for nPERMss were nearly as good.
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] I I
lj 0o

H o FIG. 3. New putative ground state configuration wik —53 of the 2D
P o N=85 chain taken from Refs. 10 and 28.

FIG. 2. Typical configuration witlE= —48 of the first sequence of Ref. 5.

for any growth algorithm, and the fact that we now found it
easily is particularly noteworthy.
The CPU times for nPERMis in Table | are typically one On the other hand, nPERMis was much faster than Ref.

order of magnitude smaller than those in Ref. 9, except for [OF the sequence withi=60 of Ref. 11. It needee-10 s

sequence #9 whose lowest energy was not hit in Ref. ¢°n the DEC 21264 to hiEy,,=—36, and~0.1 s to hitE
Since in Ref 9 a SPARC 1machine was used which is =—35. In_contra_stE=—36 was never hit in Ref. 9, while it
slower by a factor=10 than the 167 MHz Sun ULTRA | (00K 97 min to hitE=—35.

used here, this means that our algorithms have comparable (d) An 85-mer 2D HP sequence was given in Ref. 28,
speeds. where it was claimed to havé,,;,= —52. Using a genetic

(b) Next we studied the two two-dimensional HP- algorithm, the authors could find only conformations with
sequences of lengt =100 of Ref. 5. They were originally == —47. In Ref. 10, using a newly developesolutionary
thought to have ground states fitting into axiT0 square Monte Carlo(EMC) methoq, the authors fouqd the putative
with energies—44 and—46° but in Ref. 8 configurations ground state wh_en assuming large parts of its known str_uc-
fitting into this square were found with lower energies, andtUré as constraints. This amounts of course to nonblind

moreover it was found that the configurations with lowestSearch. Without these constraints, the putative ground state
energies E= — 47 respE= — 49) did not fit into this square. was not hit in Ref. 10 either, although the authors claimed

In the present work we studied only configurations of thetheir algorithm to be more efficient than all previous ones.
latter type. Both with nPERMss and with nPERMis we easily found
For the second of these sequences, new lowest energyates WithE=—52, but we also found many conformations
configurations withE=—50 were found later in Ref, 14, With E=—53. For nPERMis at exp(T}=90 it took ~10
within 50 h CPU time on a 500 MHz DEC 21164A. We now Min CPU time between successive hits on the Sun ULTRA 1.
hit this energy 7 times, with an average CPU time of 5.8 h orf°"€ ©f those conformations is shown in Fig. 3.
a 667 MHz DEC 21264 between any two hits. (e) As two easy cases we studied the two longest se-
For the first sequence of Ref. 5 we now hit several hunduences from Ref. 12, since we can compare there with CPU
dred times states witE= —48. with ~2.6 min CPU time times given in Ref. 12 for three versions of a supposedly

between successive hits. One of these configurations IETY efficient genetic algorithm. These 2D HP sequences
shown in Fig. 2. with lengthsN=33 and 48 have ground state energiek4

(c) Several 2D HP-sequences were introduced in Refgnd—ZS, respectively. In Ref. 12, the most efficient version
11, where the authors tried to fold them using a genetic al"€&ded on average 45 min CPU(on an unspecified ma-
gorithm. Except for the shortest chains they were not sucthin® to reach a ground state of the 33-mer. For the 48-mer
cessful, but putative ground states for all of them were found"ly €nergy—22 could be reached, withir-2.5 h per hit.
in Refs. 8, 13, and 14. But for the longest of these chaind/Sing exp(1T) =40, it took the Sun ULTRA 1 just 0.4 s to
(with N=64, see Fig. 1, the ground state energ¥i,=
—42 was found in Ref. 8 only by means of special tricks TABLE II. Performance for the three-dimensional HP sequences from Ref.
which amount to nonblind search. With blind search, the3®:
lowest energy reachgd by PERM wa§9. We should stress N E i E,p? exp(1) CPU tim&
that PERM as used in Ref. 8 was blind for all cases except

this 64-mer, in contrast to wrong statements made in Ref. 10. 1%2 :ig :‘5‘2 28 g'ig
We now found putative ground states for all chains of ,, _5g - 20 123
Ref. 11 with blind search. For the 64-mer the average CPU 135 —65 -80 120 110

time per hit was~=30 h on the DEC 21264, which seems to _ -
be roughly comparable to the CPU times needed in Refs. 1%0""9“ energies found in Ref. 16.

. resent work, using nPERMis.
and 14, but considerably slower than Ref. 9. As we alreadycpy times(hours per independent lowest state hit, on 667 MHz DEC

said in the Introduction, this sequence is particularly difficult ALPHA 21264.
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FIG. 6. Configuration wittE=—71 of theN=124 HP sequence modeling

FIG. 4. Configuration withE=—44 of theN=58 HP sequence modeling fibonuclease A from Refs. 16 and 30.
protein BPTI from Refs. 16 and 29.

using the *“constrained hydrophobic core construction”

hit one ground state of the 33-mer, 7 to Bit —22 for the ~ (CHCC) which is essentially an exact enumeration method
48-mer, and 16 min to hit a ground state of the 48-mer. Thuéailored specifically to HP sequences on the cubic lattice.
the present algorithm is roughly 1000 times faster than thaf\ccording to Ref. 18, CHCC can be used to find all exact
of Ref. 12. ground state configurations for chains of lengitk- 70— 88,

(f) Four three-dimensionaBD) HP sequences withi ~ depending on their degeneracies.
=58, 103, 124, and 136 were proposed in Refs. 29 and 30 as The longest chains given explicitly in Ref. 18 together
models for actual proteins or protein fragmentg_ Low energyNith their native Configurations are a four helix bundle with
states for these sequences were searched in Ref. 16 usindVa 64 andE,,=—56, and a chain wittN=67 folding into
newly developed and supposedly very efficient algorithma configuration resembling as/ 3 barrel with E,i,= — 56,
The energies reached in Ref. 16 wée —42, —49,—58,  too. Both have low degeneracy.
and — 65, respectively. With nPERMis, we now found lower ~ Finding ground states for the 64-mer was no problem for
energy states after only few minutes CPU time, for all fournPERMis. For exp(T) =50, the DEC ALPHA 21264 ma-
chains. For the longer ones, the true ground state energies &8ine needed on average 26.8 min CPU time to hit one of
indeedmuchlower than those found in Ref. 16, see Table I1. them. Things are a bit more interesting for the 67-mer. One
Examples of the putative ground state configurations ar@f its ground states is shown in Fig. 8. Assume we want to let
shown in Figs. 4-7. this grow, starting from the8 sheet endmonomer #6Y.

Note the very low temperatures needed to fold the verylhen we see that we always can form immediately stabiliz-
longest chains in an optimal time. If we would be interestedng H—H bonds, and that we would be never seriously misled
in excited states, higher temperatures would be better. Fdf we would place monomers greedily, at positions where
instance, to findE = — 66 for the 136-metwhich is one unit they have low energies. Indeed, starting from this end we had
below the lowest energy reached in Ref) li6took just 2.7  Nno problems with nPERMis: It took on average 67 min to hit
s/hit on the DEC 21264 when using exp{L# 40. a native state on the DEC ALPHA 21264.

(g) Several 3D HP sequences were studied in Ref. 18, On the other hand, when starting with monomer #1, we

where also theiexactground state energies were calculatedwere unsuccessful and the lowest energy reached Evas
= —53, even after much longer CPU times. This is easily

understood from Fig. 8; starting from this end we have to go

fa-l' RS q

] L o bT e
1 > ikt

T '_l 3 ® . ad I ""‘

=g e

H o H
P

[}

FIG. 5. Configuration wittE= —54 of theN=103 HP sequence modeling FIG. 7. Configuration witite=—80 of theN=136 HP sequence modeling
cytochrome ¢ from Refs. 16 and 30. a staphylococcal nuclease fragment, from Refs. 16 and 30.
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FIG. 8. Ground state configuratioft & —56) of theN=67 HP sequence
given in Ref. 18. It forms a structure resembling ahg barrel. When
starting at monomer #673( sheet enj nPERMis could find it easily, but  FIG. 9. Ground state configuratiorE & —72) of theN=88 HP sequence
not when starting from monomer #1. given in Ref. 9. It also forms a structure resemblingad barrel, with the

core (the 4 B string9 built from the central part of the chain. Without this

core being already present, folding from neither end is easy.
repeatedly into directions which seem very unnatural at first
sight, and which get stabilized much later.

Notice that the difference between the two growth direc-only reachedc= —69. This is in contrast to the CG method
tions is not that there is a folding nucleus when starting fromwhich could find the lowest energy easilhe difficulties of
#67, and no folding nucleus when starting from #1. After thePERM with this sequence are easily understood by looking
first quarter is built up, both give th@amea/B pair. Build-  at one of the ground states, see Fig. 9. The nucleus of the
ing this first quarter is no problem even when starting fromhydrophobic core is formed by amino acids #36-53. Before
#1, at least when we usé<1 (in which case it is built its formation, a growth algorithm starting at either end has to
essentially by complete enumeratioihus the existence of form very unstable and seemingly unnatural structures which
a nucleus in the traditional sense is not sufficient. Instead it isre stabilized only by this nucleus, a situation similar to that
crucial that further growth from this nucleus does not leadin Fig. 1. In order to fold also this chain, we would have
into false minima of the energy landscape. either to start from the middle of the chaias done in Ref. 8

(h) Next we studied the two-species 80-mer with inter-for some sequencesr use some other heuristics which help
actions(—1,0,—1) that was introduced in Ref. 3. It was con- formation of the hydrophobic core. Since we wanted our
structed in Ref. 3 such as to fold into a four helix bundlealgorithm to be as general and “blind” as possible, we did
with E=—95, but two configurations witle=—98 were not incorporate such tricks. The CG method, in contrast, is
found in Ref. 7 which essentially ar8 sheet dominated. based on constructing an estimate of the hydrophobic core
These configurations were hit on average once every 80 h cemd the hydrophilic shell, and letting the chain grow to fill
a 167 MHz Sun ULTRA 1. Later they were also found in both in an optimal way, using a heuristic cost function.

Ref. 15, with similar CPU time as far as we can tell. With Before leaving this section we should say that for all
nPERMis we needed only 5.3 h/hit, on the same Sun ULTRAhains studied in this paper we found also states \kith
1 [and for 8<exp(1M)<12]. =Enint LEmint2,... . Thus none of the sequences

(i) Finally we also studied the 3D HP sequence of lengthshowed an energy gap above tlpaitative or exagtground
88 given in Ref. 9. As shown there, it folds into an irregular state. If such a gap is indeed typical for good folders, then
Bl a-barrel with E;,=—72. This is the only chain whose none of the above sequences should be considered as good
ground state we couldot find by our method, instead we folders.

TABLE Ill. Newly found lowest energy states for binary sequences with interacéen(s , €qp, €pp) -

old Emin
N d € Sequence nevE in Ref.
100 2 —-(1,0,0 PsHP H,PsH 3P HsPH,P,(P,H,) ,PHPH, P H,PH, P, H,P,HP H;PsHPH, —47 7
—48
85 2 -(1,0,0 H4P4H 15PgH 1 ,PsH15P3H 1 -PsHP,HP.HP,HPH —-52 10
-53
58 3 —-(1,0,0 PHPH,PH;P,H,PHPH,PH;PHPHPHP,H;P,HPHP,HP,HP,H,P,HP,H —42 16
—44
103 3 —-(1,0,0 P,H,P5H,P,H,PHP,HP;HP;H,PH,PHP,HPHPHPsHSP,H,PH,PsH,P, —49 16
H,PHRH:P,HP, —54
124 3 —-(1,0,0 P3H3PHP,HPsHP,H,PoH,P,HP,HP,HP;H,PsHPHPHP,HPsH,PHP, -58 16
HPHPHP,HP,HP,HPsH5P,H,PHPHPHPH -71
136 3 -(1,0,0 HPsHP,HPH,PH,P,HPH;P,HPHPH,P; HP,HP;HPH,P;H,P,HP,HPHPHRH -65 16

P3HgP3HP;H3PsH,PHPgHP,HPHP, -80
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A list containing all sequences for which we found new general. On the other hand, we wilbt deal with problems

lowest energy configurations is given in Table IlI. specific tosequentialsampling, i.e., we will assume that we
sample only for the choice of a single itefe.g., for the
IV. DISCUSSION placement of a single monomer

In the present paper we presented two new versions of Our central aim is thus to estimate a partition sum,

PERM which is a depth-first implementation of the “go- N
with-the-winners” strategy(or sequential importance sam- z:E i, (A1)
pling with resampling The main improvement is that we =1

now do not makddentical clonesof high weight (partia where theimportances gmight, e.g., be Boltzmann—Gibbs
configurations, but we branch such that each continuation i?actors and wherd\ is assumed to be finitéhe generaliza-
_fofrlced o t;e d|ffer;ent. Wet dﬁ_ nk?t texpect tth's to r;)a\:e Muchion to infinite N and to integrals instead of sums is straight-
Influénce for systems at nigh temperatures, but as W?orwara).Aconventional Monte CarléMC) procedure con-
showed, it leads to substantial improvement at very low eMicts in choosing “instances”i(a), a=1,2 with

E’fé?zt;ﬁz's-r:; tw?r%/ecr)?tlggiedlgz:nmli?\;nlgEsRLrl\r;l?sl)e vsvig?“ngprobabilitiespi(a) such that each instance gives an unbiased
p. 1Mp b estimate Z,(a) (the index “1” will be explained in a

choosing among possible branches. . : . .
Althgugh thg Fr)nethod could be used for a much Wider.mmUte)' Thus, givenM such instances and lettid tend to

range of applicationésee Ref. 31 for applications of PERM infinity, we have

we applied it here only to lattice heteropolymers with two 1 M
types of monomers. These represent toy models of proteins, z= lim — >, Zi(a). (A2)
and we hope that our results will also foster applications to Mo M a=1

more realistic protein models. We showed only results for i that
lowest energy configurations, but we should stress tha?ne eastly sees tha
PERM and its new variants are not only optimization algo-

rithms. They also give information on the full thermody- Zl(a)=M (A3)
namic behavior. We skipped this here since finding ground Pite)
states is the most difficult problem in general, and samplingjoes the job. Indeed,
excited states is easy compared to it.
Comparing our results to previous work, we see that we 1 M i(a) N 0
found the known lowest energy statesah cases but one. lim — > =2 Pi—iZZ- (A4)

Moo M a=1 Pia) =1

Moreover, whenever we could compare with previous CPU

times, the comparison was favorable for our new algonthmsAt the same time we can also estimate the variancélof
except for the CG method of Beutler and DilBut we We have

should stress that the latter is very specific to HP chains, uses

strong heuristics regarding the formation of a hydrophobic A . . N q\2 N q
core, and does not give correct Boltzmann weights for ex-  Var Z,=(Z3)—(Z;)?= >, pi(f) —-72= 72
cited states. All that is not true for our method. In general 1P

nPERMis did slightly better than nPERMSss, although theUp to now everything is correct for any choice of the prob-

difference was much less thanpriori expected. abilities p; . They get fixed, e.g., bp,=1/N (uniform sam-
In principle, essentially the same algorithms can also be

used for off-lattice systems. This was already true for theplmg) or by demanding Vaz, to be minimal, under the

original version of PERM which performed well for C(g’gstramtzipsl. This simple variational problem gives

Lennard-Jones polymers at temperatures around g i which is known asmportance sampling:orAperfect
@-transitior’?, but rather badly for collapsed heteropolymers MPortance sampling one finds furthermore that ¥ar-0.

at temperatures much below tif temperaturd® Work is -6t US now assume that we select each time not one
presently in progress to see whether the new versions dpstance buK instances, all of which are different. This re-

PERM perform better, and whether they can be used effiduires of cogrse}<§N. Moreover we will assumeK<N,.
ciently to study protein folding with realistic interactions, ~ Since otherwise this would amount to an exact summation of

Z. An advantage of such a strategy should be that we obtain
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was supported by the DFGSFB 237. {i1,iz, ... ix}, with thei; mutually different, from some
probability distributionpil,i2 ,,,,, i We consider tuples re-
APPENDIX: IMPORTANCE SAMPLING lated by permutations as identical, i.e., without loss of gen-
In this Appendix we shall collect some basic facts abouterality we can assume tha¢<i,<---<iy. Each choicex
random sampling, whetuplesof instances are selected in- Of a tuplefi;(a),iz(a), . . . ik(a)} will lead to an estimate
stead of individual instances. The discussion will be veryZx(«). Instead of Eq(A3) we have now

i=1 P
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Nzkzlqik(a)

K( K) Pi(e) .. .i(a)

since one verifies easily théﬁK(a))=Z.
The variance ofZy(«) is calculated just like that of
Zl(a)v

Zy (@)= : (A5)

(Sko10i)?
Pi, .. i

Var 2K=( Z%.  (A6)

N—1)—2
K-1 i1<2:.<iK
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